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1. INTRODUCTION 

 

Document classification is a very actual issue and is a continuous challenge; it is 

based on different techniques of machine learning including Bayesian classification [6], 

SVM classifiers (Support Vector Machine) [9],[11] k-NN (k-Nearest-Neighbor) classifier 

[10], classification based on association rules [20], decision tree [16] etc.  

Such machine learning techniques can be applied on complex information systems 

like in [1],[2],[3],[5], and for mathematical models like [6],[7],[8]. In the economic field, 

quantitative analysis of risk represents one of the phases that have to be followed in order 

to evaluate risks that an organization may face while developing its business [4], 

[12],[13]. This kind of analysis aims to numerical assessment of the probability and 

impact of each risk upon the organization's objectives.  For this purpose there are used 

quantitative techniques such as the decision tree method [14],[15]. 

 In literature there exist also statistical machine learning methods that can be applied 

to document clustering, document classification and predictive modeling. For testing the 

model inference, one can use the Monte Carlo method [18]. 

Our application for text classification takes into account the training set with 

synonyms and without synonyms. Synonyms are words having similar meaning. In our 

study we use the Naïve Bayes Multinomial classifier and we study the conditions that 

allow the classifier to obtain the highest prediction. 

There are many studies on extracting synonyms automatically including the use of 

machine learning. Some studies analyze synonyms using similarity without machine 

learning. In [21] the authors present an automatic selection of synonyms using machine 

learning.  

In our paper we are looking after synonyms for the four training sets for different 

categories (spam, sport, social-media, and travel). It is important to obtain high 

performance for automatic selection of synonyms using machine learning for the 

language of interest.  
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2. NAÏVE BAYES CLASSIFIER 

 

2.1 Bayes’ theorem 

Let us consider an experiment denoted by E. We denote by S the sample space as the 

set of all possible outcomes of E. [17] 

Definition 1 

Let be A and B two events associated with an experiment E.  

We denote by )|( ABP  the conditional probability of the event B, given that A has 

occurred.  
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Definition 2 

Events kBBB ,...,, 21  represent a partition of the sample space S if 

(a)  ji BB  for all ji   
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Definition 2 means that when the experiment E is performed one and only one of the 

events iB occurs. 

Let A be an arbitar event generated from S and let kBBB ,...,, 21  the partition of S. 

Let SBBB k  ...21 , where kBBB ,...,, 21 are mutually exclusive and exhaustive 

events. Each term )( jBAP   may be expressed as )()|( jj BPBAP  and hence we obtain 

what is called the theorem on total probability: 
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Bayes’ theorem 

Let  kBBB ,...,, 21  be a partition of the sample space S and let A be an event associated 

with S. From the definition of conditional probability we obtain 
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The previous formula is called the formula for the probability of “causes”. Bayes’s 

theorem is the basis of statistical decision theory in some situations. [19] 

Let us consider the event kiBi ,1,  . The probability )( iBP is called prior probability, 

)|( ABP i  is called posteriori probability and )|( iBAP  is called the likelihood. 

The Bayes’ theorem provides a way of calculating the posterior probability, )|( ABP i  

if )( iBP , )(AP  and )|( iBAP  are known. 
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2.2 The classification problem  

We consider a set of n classes nccc ,...,, 21 . The problem is to determine which class(es) 

a given object belongs to. If this collection will increase, we must repeat the task but we 

want that repetitive task be automated. This process is called standing query, it is like any 

other query except that it is periodically executed on a collection to which new documents 

are incrementally added over time. [5] 

If  the standing query serves to divide the collection into the two classes, we refer to 

this as two-class classification. 

Many systems support standing queries. When we use a classification with standing 

queries it is called routing or filtering. 

 

2.3 Bayes classifiers 

The Bayes classifiers are also called: Idiot Bayes, Naïve Bayes, Simple Bayes. The 

Bayes classifiers use Bayes’ theorem. 

The Naive Bayes classifier is a simple probabilistic classifier which is based on Bayes 

theorem with strong and naïve independence assumptions. It is one of the most basic text 

classification techniques with various applications. 

Naive Bayes performs well in many complex real-world problems, even if it has a  

naïve design and oversimplified assumptions. This classifier is superior in terms of 

memory consumption and in several cases its performance is very close to more 

complicated and slower classification techniques. Overall, the Naive Bayes classifier is 

used as a baseline in many researches. 

There are several types of Naïve Bayes classifiers: Multinomial Naive Bayes, 

Binarized Multinomial Naive Bayes and the Bernoulli Naive Bayes. Naïve Bayes and 

multinomial Naïve Bayes model are both supervised learning methods. They are also 

probabilistic learning methods. 

Each type of Naïve Bayes classifiers can have as output different results since they 

use completely different models. 

Multinomial Naive Bayes is used when the multiple occurrences of the words is very 

important in the classification problem. The Binarized Multinomial Naive Bayes is used 

when the frequencies of the words don’t have a very important role in the classification. 

Bernoulli Naive Bayes can be used when is important the absence of a particular word 

matters. Bernoulli is usually used in spam detection and good results are obtained. 

 

2.4 Text classification problem  

Text classification is intended to assigning subjects to categories and can be used for 

spam detection, age or gender identification, language identification, etc.  

In practice, it is possible to have more than two classes and the naïve Bayesian 

classifiers estimate the probability of class jc  generating instance d. Generally, the Naïve 

Bayes attributes have independent distributions. The assumption to have all attributes 

independent because of the meaning of the word naïve does not fit in real world 

situations. Though, the classifier works well in many practical situations. 

A text classification definition can be: we have as input a document d, a fixed set of 

classes  ncccC ,...,, 21  and as output a predicted class Cc  [16]. 

A method that we can use to predict the class c is using a Supervised Machine 

Learning Method. This means we have as input a document d, a fixed set of classes 

 ncccC ,...,, 21 , a training set of m hand-labeled documents      mm cdcdcd ,,...,,,, 2211 . 

The output will be a learned classifier cdg : . 



Data Analysis – Between Theory and Practice 

88 

We denote by X the document space. In text classification, we are given a description 

Xd  of a document and a fixed set of classes  ncccC ,...,, 21 . Classes are called 

categories or labels.  

 

The Naive Bayes classifiers can be represented as this type of graph: 

 
FIG. 1. Naïve Bayes classifier 

 

The directions of the arrows indicate which state that each class causes certain 

features, with a certain probability.  

In text classification, the goal is to find the best class for the document. The best class 

in Naïve Bayes classification is the most likely or MAximum a Posteriori (MAP) class 

noted with MAPc . We refer at MAPc  as “MAximum a Posteriori”; the most likely class 

Cc . 

P(d)

c))|P(t … c)|P(t c)|P(t (P(c)max  arg

)(

c)P(c))| t,…,t,(P(t maxarg

)(

))()|(max(arg
)|(maxarg

n21

n21




dPdP

cPcdP
dcPcMAP

(3) 

 

There will be used only argmax(P(d|c)P(c) because it analyzes the same document d, 

which is test set. The document d is consisting of up of 
dk nkt ,1,   terms, where dn  is 

the number of  terms in document d. These kt  terms are tokens in document d [5].  

The notation )|( ctP n  represents the relative frequency of term nt  in document d 

belonging to class c. The situation when there is a term with zero frequencies is not 

possible and one use Laplace smoothing (add-1) for Naïve Bayes which adds one. This 

way one eliminates zeros. 

We compare the calculated probabilities that the document belongs to a certain class 

and we choose the class with the higher probability.  
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3. APPLICATION - DOCUMENTS CLASSIFICATION WITH  

NAÏVE BAYES CLASSIFIER 
 

In our application we use WEKA (Waikato Environment for Knowledge Analysis) 

that is a collection of machine learning algorithms for solving real-world data mining 

problems. Features of Weka are: machine learning, data mining, preprocessing, 

classification, regression, clustering, association rules, attribute selection, visualization 

[22]. 

WEKA software allows us to calculate the probability that a document belongs to a 

particular class, in which case we have the four categories of spam, sport, social media 

and travel but can not analyze the synonyms in a test set or training set for a foreign 

language.  

The paper proposes to study the belonging of a document to a so-called class from two 

points of view, namely: 

 

1. Pairs of words that are synonymous; 

2. Words totally, without taking into account pairs of synonyms. 

  

The scheme below suggests the proposed layout. 
 

 
FIG. 2. Creating and testing the model 

 

 

In our study we use the Naïve Bayes classifier from WEKA that has as output 

different files with results.  

Our training dataset consists of 40 documents having 2131 words, respectively 10 

documents for each category: sport, social media, spam and travel. We want to study 

which class the following document that includes synonyms (holiday and vacation 

belongs to: 'I want  a great holiday and vacation'. 
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In WEKA we made the following settings: we have chosen Meta - Filtered Classifier 

and classifier: Naïve Bayes Multinomial, filter: StringToWordVector. 

In testHV dataset holiday and vacation were considered distinct tokens and in testH 

and testV datasets they were considered as synonyms. The training set contains both 

tokens several times. We have obtained the results from the Table 1. 

 
      Table 1. Output for three datasets-Naïve Bayes 

Test set Document content Category Prediction Time (sec) 

testHV I want a great holiday and vacation Travel 0.429 0.02 

testH I want a great holiday Travel 0.352 0.02 

testV I want a great vacation Sport 0.515 0.01 

 

In Table 2 we highlight the number of appearance of tokens holiday and vacation in 

training dataset. 

       
Table 2. Number of appearance of words holiday and vacation in training dataset 

Category Number of appearance in training dataset 

holiday vacation 

Sport 0 1 

Social media 2 0 

Spam 0 0 

Travel 8 3 

 

Weka output of probability of word given the class from the training dataset given by 

class is highlighted in Table 3. Table 3 contains only the number of occurrence of words 

in training set from the test datasets. 
 

Table 3. Weka output: probability of word given by class 
Word Sport  Social media Spam Travel 

I 0.00205 0.00071 0.00069 0.00067 

want 0.00068 0.00213 0.00069 0.00135 

a 0.00410 0.00498 0.00484 0.00610 

great 0.00136 0.00071 0.00069 0.00067 

holiday 0.0068 0.00142 0.00069 0.00203 

and 0.00546 0.00570 0.00553 0.00542 

vacation 0.00136 0.00071 0.00069 0.00013 

 

In the testH document we have two synonyms holiday and vacation, and we have 

replaced all the occurrences of vacation with holiday. Applying the Naïve Bayes 

Multinomial classifier we have obtained that this document belongs to Travel category 

with prediction 0.352. This prediction is for Travel because the word holiday has the 

highest probability of word given the class in Travel (0.00203). 

In the testV document we have have two synonyms holiday and vacation, and we have 

replaced all the occurrences of holiday with vacation. Following the application of Naïve 

Bayes Multinomial classifier we have obtained that this document belongs to the Sport 

category with prediction 0.515. This prediction is for Sport because the word vacation has 

the best probability of word given the class in Sport (0.00136). 

The synonym selection in the dataset test is very important and should be made 

according to the significance of the information in the document, because in our training 

dataset we have both the words holiday and vacation. If we have replaced vacation with 

holiday, the Travel category has the highest probability of word given by the class, which 

has classified this document in Travel. Instead, when we replaced holiday with vacation, 

the probability of word given by class was for the Sport category. 
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Our proposal to do these two types of analysis is important if it is desired to classify 

documents in Travel or Sport, to take into account the meaning of synonyms for that 

language. 

We want to emphasize that holiday and vacation in English language are synonymous, 

but have different meanings depending on the context: vacation means "planned time 

spent not working"; holiday means "celebration day or time off". In this analysis of the 

ambiguous intent document, the human factor must work to specify which synonyms will 

be used. Such an analysis is useful for books translations, newspaper articles and another 

related domains. 

 

CONCLUSIONS 

 
In this paper we highlighted some theoretical aspects regarding the text classification problem 

using the Naïve Bayes Multinomial classifier. In our application we uses WEKA software for 

modeling this problem.  

We applied the Naïve Bayes Multinomial classifier on a training dataset containing a 

pair of words that are synonymous. We have studied the conditions for obtaining the 

highest prediction, taking into account the meaning of synonyms. From this point of view, 

our conclusion is that the human factor is decisive in choosing the proper synonyms.  
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