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Abstract: The paper presents an analysis of the efficiency of parallelization of the SVM training 
algorithms. The researches were focused on computing time reduction in the training stage, and on good 
accuracy of the resulted classifier. Firstly it was described the algorithm Parallel Cutting Plane Support 
Vector Machines (PCPSVM) that ensures the parallelism of both data and calculations. Another 
approach for training SVM was based on the evolutionary algorithms (EASVM). These algorithms are 
very suitable for parallelization at data level. The experiments were conducted on a supercomputer 
having a similar architecture to the IBM Roadrunner supercomputer from DOE of USA, the first 
supercomputer that surpassed 1 petaflops barrier. The experimental results validated the fact that the 
parallelization of the two different training algorithms of SVM led to very good time performances and a 
very good accuracy of the solutions. 
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1. INTRODUCTION 
 

Support Vector Machine (SVM) is a 
successfully method applied in pattern 
recognition supervised learning on large data 
sets with a great number of patterns to be 
classified and/or having a large number of 
features thereof. SVM classification method 
was derived from statistical learning theory by 
Vapnik et al. in 1992 [1]. Initially used for 
handwriting character recognition, it is 
increasingly used so that in the last decade 
emerged many new and diverse applications 
using SVM. 

The method involves a quadratic problem 
(QP) solving and generally produces a binary 
classifier usually for linear separable classes, 
but may be applicable for multi-class 
classification or for nonlinear separable 
classes. SVM is trained to find the optimal 
separation hyper-plane in the pattern space that 
ensures an area as large as possible for classes’ 
separation. One of the disadvantages of SVM 
training algorithm is the large amount of 
memory required for classification of huge 
data sets.  

Undertaken researches are focused on 
improving the classification accuracy and 



reducing the computation time during the 
training stage. 

An efficient algorithm for training the 
SVM is presented in the paper of Dai and 
Fletcher [2], about Quadratic Programs subject 
to Lower and Upper Bounds which 
demonstrated the usefulness on the medium 
and large training sets. Another interesting 
approach may be found in [3] that uses the 
solution of the problem division into several 
smaller quadratic sub problems in SVM 
training. 

The Evolutionary Optimization technique 
enables the adaptation of the decision hyper-
plane to the available training patterns, directly 
solving the optimization of the primary 
problem. It is considered the basic idea of 
SVM, geometric concept of training [4], but 
the proposed approach deviates from the 
standard mathematical treatment. In addition, 
this technique open the way of evolutionary 
generalizations involving non-standard, 
nonlinear decision surfaces. It proposes a new 
approach: the training follows the standard 
SVM, while the optimal hyper-plane 
coefficients (w and b) are determined directly 
by an evolutionary algorithm with a balance 
between classification accuracy and 
generalization ability [5, 6]. 

 
2. PARALLEL ALGORITHM FOR 

TRAINING SVM 
 
2.1. The Parallel Cutting Plane Support 

Vector Machines algorithm. The PCPSVM 
algorithm was proposed in [7], and represents 
a parallel implementation of the training 
algorithm of SVM [8]. 

Problem Formulation 
Given the training set (xi,yi) with i=1,n 

where xi=(xi1,xi2,..,xip) is an input pattern 
vector from a real space , 

and is the output, representing the 
class label, SVM will find the separation 
hyper-plane (between the two 
classes) by solving the 

optimization problem: 
(1) 

with the conditions: 
    (2) 

The discriminant function may have the 
form of 

          (3) 

where the parameter  is the weight 

vector, and  is the feature vector of the 
input pattern x and the output y as in [8]. The 
flexible definition of Ψ allows to the SVM to 
create models for various problems: natural 
language analysis, bioinformatics (Sequence 
alignment of proteins), feature selection, 
image segmentation. 

The dual problem may be formulated as 
follows: 

with the conditions 0≤αi ≤C, i=1,n  
. 

The Cutting-Plane algorithms as presented 
by Joachims et al. in [7] starts from an empty 
set of constraints W=0. At the first iteration w 
and ξ are set to zero (5). The algorithm 
iteratively builds the working set 

, within the constraints 

imposed by (2) and (4), reformulating the 
optimization problem as follows: 

 
(5)

with the conditions: 

                   (6) 
where . 

The solution found by the algorithm is the 
couple (w, ξ) in the condition of a 
classification error ε. 

The algorithm needs a number of iterations 
(C / ε), until reaching the optimum solution, 
which means that the working set W is 
independently of the size of the pattern 
training set. 

Parallel Cutting Plane Support Vector 
Machines algorithm (PCPSVM) divides the 
input set of available processors ensuring so 
the parallelism of both data and calculations. 
PCPSVM algorithm was tested on the cluster 
RedPower from the Laboratory of High 
Performance Computing USV Suceava. 
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2.2. Evolutive Algorithm for Training 

SVM. The general problem of finding the 
separation hyper-plane between 2 classes is 
solved using systematically an evolutionary 
algorithm. The main elements of this 
evolutionary approach are as follows. 
Representation: hyper-plane coefficients, w 
and b are coded in a chromosome structure: c 
= (w1 ...., wn, b). Initially, the chromosomes 
are generated randomly, so wi[-1,1] for 
i=1,..,n and b[-1,1]. 
Assignment of fitness function. The fitness 
function derives from the objective function 
and is subject to restrictions of the 
optimization problem. Departing, however, 
from standard SVM, for the fitness function is 
derived a different nonlinear formulation. The 
parameter is mapped from  in H. It follows, 
then, that the quadratic norm involved in the 

generalization condition becomes
2

( )w , and 

the equation of the separation hyper-plane is 
( ), ( ) 0iw x b                    (7) 

It is used the notation ,u w u w  and the 

nucleus is used to turn the rule into a scalar 
product. The formulation of the fitness 
condition (function) to be minimized 
incorporates the objective function. The 
restrictions are formulated by penalizing 
chromosomes that are incorrectly classified by 
a t()function that returns the value of the 
argument if it is negative, and 0 otherwise. For 
classification, the expression of the fitness 
function is 

f(w,b)= 
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The selection and variation operators: are 
applied the most commonly used coding 
scheme: the tournament selection, 

intermediated crossing and mutation by 
disruption of normal distribution. 

Stop condition: the algorithm stops after a 
predefined number of generations. 

Once the closest values to the optimal 
values of hyper-plane coefficients are found, a 
new pattern can be classified directly, using 
the equation: 

( ) sgn( ( , ) )iclass x K w x bi               (9) 
Classification accuracy is defined as the 

ratio of the number of cases / patterns correctly 
labeled and total test examples. 

The optimization problem solving requires 
the treatment of errors indicators that were 
included in the representation in the initial 
version of evolutionary algorithm. The 
proposed algorithm (EASVM) provides 
interactively the hyper-plane coefficients at 
any time, so it is possible to calculate the 
errors on each iteration. In this way the error 
indicators may be removed from the 
representation of the evolutionary algorithm. 

As a consequence, the representation of an 
individual (hyper-plane) contains only w and 
b. In addition, all indicators will be calculated 
in reference to their fitness function. 
Regarding the classification, the current 
individual (separating hyper-plane) is taken 
and the support hyper-planes are determined 
by the proposed mechanism of Bosch and 
Smith, as in the paper [9]. 

By using evolutionary algorithms to solve 
such a problem, the results are obtained in a 
fairly large time, with a significant 
consumption of resources. Due to the fact that 
this type of algorithms can be easily 
parallelized, we resorted to this embodiment, 
firstly in order to achieve better results in a 
shorter training time. 

The parallelization of the algorithm for 
SVM training in the evolutionary approach is 
presented in the paper [10]. The parallelization 



was performed upon the general stages of an 
evolutionary algorithm: generation of the 
initial population, selection, crossover, 
mutation being executed in individual loops on 
each node. The parallelization is mainly 
achieved at data level: the population being 
equally divided between MPI processes 
running on each node of the cluster. 

 
3. EXPERIMENTAL RESULTS 

 
The experiments were conducted on a 

supercomputer from the High Performance 
Computing Laboratory in the „Stefan cel 
Mare” University of Suceava. This 
supercomputer has a very similar architecture 
as the supercomputer IBM Roadrunner 
installed at Los Alamos National Labs, New 
Mexico, USA, the first supercomputer in the 
world that surpassed 1 petaflops [11]. 

The endowment of the University "Stefan 
cel Mare" Suceava, is a computer cluster 
consisting of 48 blade servers QS22 (nodes) 
with 96 PowerXCell 8i processors at 3.2 GHz 
and 8 server blades (LS22) with AMD 
Opteron. The storage capacity is 10 TB cluster, 
and the theoretical processing power is 9.98 
TFlops and was able to sustain a rate of 6.53 
TFlops for LINPACK operations). Each 
PowerXCell 8i processor consists of 8 units of 
account SPE (Synergistic Processor Element) 
and a computing unit PPE (PowerPC Processor 
Element). The PPE processor contains a 
PowerPC core 64-bit. On this core can run 
operating systems and 32 and 64 bits 
applications? SPE processor is optimized for 
applications requiring intensive calculations, 
like SIMD (Single Instruction Multiple Data). 
These cores are not created for the 
implementation of operating systems. SPEs are 
independent processing elements, each running 
threads or individual applications. SPEs depend 
on the PPE sites in that the latter run the 
operating system and some applications are 
controlled, while the PPE utilize SPEs to 
achieve higher speeds in data processing. 

Experiments with PCVSM 
The results validate the fact that the 

parallelization of the algorithm reduces the 
complexity of  to , for p 

processors and n the size of the training set. 
The training of the SVM classifiers was 

implemented by using the MPICH platform. 
The PCPSVM algorithm was parallelized on 
one level (without using the SPE processors). 

The speed-up factor was calculated by 
reference to the PCPSVM algorithm running 
time on a single PowerXCell 8i processor, 
using a single thread. 

Table 1 

 Training 
set 

Number of 
Patterns 

Number of 
Features 

covtype 581012 54 
ijcnn1 49990 22 
realsim 72309 20958 
web-a 49479 300 
 
It was selected 4 sets of binary data (Table 

1) to evaluate the proposed parallel algorithm 
for training SVM: covtype (areas covered by 
forests), real-sim (articles discussion groups 
on real vs simulated) [12], ijcnn1 - IJCNN 
2001 (International Joint Conference on 
Neural Networks)] web-a (the web page 
classification) [13,14]. 

 

 
 

 
Figure 1. The speed-up obtained by PCPSVM 
algorithm for covtype and real-sim databases. 

 
Tests show an increase execution speed of 

the parallel algorithm in relation to the number 
of processors involved in training the classifier 
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on the MPI platform. The results in Figure 1 
show a linear growth of the acceleration factor 
obtained after the parallel execution of the 
program at the training with covtype database. 

 
 
 

 
Figure 2. The speed-up for web and 

ijcnn1database. 
The results in Figure 2 show an 

acceleration factor of 11 obtained by the 
program execution PCPSVM on 2 PPE 
processors using the training data set ijcnn1 
containing 50,000 patterns with 22 features. 
Lowest acceleration factor, 2.5, is obtained 
from the classification of web pages; an 
average acceleration factor of 4, is obtained by 
the PCPSVM algorithm during the tests with 
real-sim database containing 72,309 patterns. 

Experiments with EAVSM 
For the experiments were chosen four test 

problems from UCI Repository of Machine 
Learning Databases [15], their characteristics 
are shown in Table 2. In each case of these 4 
databases many runs were made, taking into 
account the average values of the results. 

Table 2. 

Database Kernel 
Size of 

training 
set 

Size 
of test 

set 
Pima polynomial 576 192
Iris radial 105 45
Spambase polinomyal 3451 1150
Soybean polinomyal 30 17

 
The population size in each case was 200 

individuals; the number of generations evolves 
these populations being 250, while the 
probability of recombination and the mutation 
is 0.4. 

The average accuracy obtained in each 
case is shown in the following table. 

Table 3. 
Node

s 
Iris 
(%) 

Spam 
(%) 

Pima 
(%) 

Soybea
n (%) 

1 95,11 76,08 71,09 91,76 
2 96,88 78,23 76,82 94,11 
4 98,66 78,32 79,43 98,82 
8 98,22 79,00 79,68 100 
20 100 80,48 80,21 100 
 
It may be observed that on the studied 

datasets, the parallelization of the evolutionary 
algorithm led to improved results in most 
considered cases. 

 
3. CONCLUSIONS  

 
The parallelization of the training 

algorithms of SVM proves to be an extremely 
promising approach, both in terms of 
computing time performance shown in solving 
the very large problems, and in terms of 
solution accuracy. 

Tests aimed at training SVM classifier 
recorded the execution times when used only 
the PPE processors of PowerXCell 8i 
processors. Better results for the speed-up of 



SVM algorithm may be obtained by activating 
accelerators SPE of the PowerXCell 8i 
processors. 

The evolutionary solution of the 
optimization problem provides on every 
execution step the function coefficients. The 
EASVM algorithm performance is comparable 
to that of SVM canonical one, and in some 
cases offers better results, being widely 
applicable [14,15,16].The evolutionary 
approach to SVM training proves to be a 
promising method leading to good 
performance in solving large problems with 
very good solution accuracy. 
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