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Abstract: In this paper we want to bring into question the Schwarz overlapping domain decomposition 
method, taking into account that domain decomposition is a technique where the original domain is 
decomposed into a set of smaller sub- domains. We will talk about the additive Schwarz method for 
variational inequalities, presenting first the general framework where we expose the problem that we 
want to study. The purpose of this work s is to exploit a convergence theory for the specified method. The 
convergence results from the norm estimates for some error reduction operators. The additive Schwarz 
algorithm is formulated in a way which admits a nice recurrence for the errors between two consecutive 
steps. Through a study for projection operators onto closed and convex subsets of a Hilbert space, we 
will demonstrate a geometric convergence for our method. We have to mention that for simplicity, the 
theory will be demonstrated only for the obstacle problem. 
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1. Introduction 

The additive Schwarz method, named after 
H. A. Schwarz, solves a boundary value 
problem for a partial differential equation 
approximately by splitting it into boundary 
value problems on smaller domains and 
adding the results. 
The paper is organized as follows: firstly we 
will study the variational inequalities in an 
abstract framework, then the general result 
developed before will be applied to an 
obstacle problem in Sobolev spaces. 

2. The Schwarz method for 
variational inequalities 

2.1. General framework      An 
iterative scheme 

      Let  be a Hilbert space and 
 a bilinear, symmetric, 

coercive and continuous form and  a 
convex, closed subset. We consider the 
following variational inequality: 
 

 
,           

(P1)                                                                                    
where  is a linear continuous functional 
on (i.e. ). 
From the properties of the bilinear form 

 it results that  
.  

Furthermore, we have 
. Let be 

. 



It is known that the problem (P1) is 
equivalent to the following minimization 
problem: .                   
(P2) 

         

       We want to approximate the solution of 
(P1) by iterative procedures. Then, let , 

 be subspaces of  such that 

. The interest is to define an 
algorithm for constructing a sequence  
to approximate the exact solution of the 
problem (P1), which is the minimum of the 
functional . It is natural to impose that the 
solution from the step  to decrease the 
value of the functional , i.e.  

. 
Algorithm description 

We proceed in two steps. 
1. It is defined  such that: 

,                                                                                                   
(P3) 

where .   
2. It is defined            

,                    (*)                                                                                                          
with  chosen such that  . 
Let be . We have: 
 

. 

Since  and , we 
observe that a sufficient condition to have 

 is that , i.e. . 
Obviously, the formulation of the problem 
(P3) is equivalent to the following variational 
inequality: 

      

.                                     (P4)                                                  
Furthermore, we will make the following 
assumption which is necessary to demonstrate 
the convergence: 

Assumption 2.1. 

The problem (P4) is equivalent to the 
following problem: 
       

.                                     (P5)    
We can write the problem (P5) under the 
form: 
       

.                                     (P6)                                                     
The correction is given by the solving the 
problem (P6). 
      Let  be the projection 
operator on the convex closed set . From 
(P6) it results that: 

                                 (**)                           
With these preliminary the iterative scheme is 
defined as follows:   
 
Algorithm 2.1. 

Let be . We compute the sequence of 
approximations {  as follows: 

1. We compute   from the problem (P4). 
2.  We compute  from (*).  

3. Let  be the error at the step . 
From (**) it results that: 

. 
Thus, from (*) it results that: 

,     
where  is the additive operator  

   . 
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To demonstrate the convergence of the 
Schwarz method, we analyse the additive 
operator . 

2.2. Technical estimates 

      Let  be convex closed 
subsets such that . We 
observe that this hypothesis is satisfied for 

 because . Let be . 
We consider the problem (P1) in the case 

  , which is equivalent to , 
where    is the projection operator, 
or we can have: 

    
 

.                                                 (2.1)                                                                                     
The corresponding additive operator is given 
by: 

.                                              (A)                                                                                                         
Taking  in (2.1) we obtain: 

,  
                                             (2.2)                       

From (2.1) we obtain: 

           
(2.3)                                                                                      
Definition 2.1: A vector  is said to 
have an admissible decomposition with 
respect to {  and a fixed constant , if 
there exists a partition of : 

,                      
such that  

.                           (2.4)                            
Lemma 2.1: If  has an admissible 
decomposition with respect to {  and the 
constant , then we have the inequality:                  

    
 Demonstration: We have: 

 

, 
   
 
 Next, we investigate the boundedness of the 
operator . Let be  which satisfies 
the inequality: 

, 
                                                (2.5)                                                                                                      

Let be  and let  be the 
norm of the matrix C. 

Lemma 2.2: Let  be defined as above. Then 
.                       

Consequently, .  (2.6)                  
From the above two lemmas, we easily deduce 
the following properties of the operator . 
Theorem 2.1: Let  having an admissible 
decomposition with respect to   and the 
constant  : 

   



                                                    (B)                                                                                        
and 

    
 .                                                 (C)  
 Demonstration: For (B) we have: 
• from lemma 2.1 we have: 

  
    

•

, where we used (2.6). 
For (C) we have: 
• from lemma 2.1 and the Cauchy- Schwarz 
inequality we have 

  
    

• from lemma 2.2, the relation (2.6), we have: 
.                                               

2.3. The convergence 

Theorem 2.2: Let  be the solution given by 
algorithm 2.1 and let  be the solution of the 
problem (P1). We assume that the assumption 
2.1 is satisfied. We also assume that  
is an element such that at each step  ,  

 has an admissible decomposition with 
respect to  and a fixed constant  
independent of  Then, for  chosen 
sufficiently small,   such that: 

.  
  Demonstration: We know that  

 
It results that: 

 
We use the relation (B) from theorem 2.1, i.e.: 

  , 
stating that in our case we have  

  . 
So,   .                                                        
We also use the relation (C) from theorem 2.1. 
i.e.: 

 , 

stating that in our case we have  
   

Replacing these two obtained relations in the 
above equality, we have: 

,                                          (D)                                                   
where  depends on  and  such 
that: 

. 
                                 

3.4. An application in the domain 
decomposition method 

      For simplicity, the idea will be illustrated 
only for obstacle problems. Let 

 be an open bounded domain 
with Lipschitz continuous boundary  
We assume that , , is 
a partition of the boundary such that 

(  We consider the Sobolev 
space  

 on ,  
the convex set  

in ,                       (2.7)                          
and the problem: 

 
          (2.8)                               

where is a symmetric, continuous and 
positive definite bilinear form on   and 

 being the dual of the space  For 
simplicity, the analysis can be restricted to the 
following bilinear form model: 

 on  
                                                 (2.9)                           

First, we decompose the domain into 
overlapping sub-domains:                        
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= ,                                            
(2.10)                                           
where  are open sub-domains with 
Lipschitz continuous boundary.  
Secondly, we define  

in . Next, we apply the 
abstract theory that we exposed it before, to 
approximate the solution  of the problem 
(2.8).  
Algorithm 2.2: Let be . We compute 
the sequence of approximations {  as 
follows: 
1. We assume that  is known. We 
consider the convex set:                  

            (2.11)                                                                                         
For each , we compute  by 
solving the problem: 

 

.                                                            (2.12)                                                            
We update the approximation by: 

,                     (2.13)                                                                             
where  should be chosen such that 

 
The following lemma provides a useful 
criterion for choosing  
 Lemma 2.3: For any , let  be the 
number of sub-domains containing  If  is 
chosen as a smooth positive function such 
that: 

                       (2.14)                                                                                                  

then the approximation  from (2.13) is a 
function in the convex set  Also, the 
convergence that results theorem 2.2 holds in 
this case if:  

     

where   and =  
Demonstration: First, for any ,  

 
So, from (2.13) and (2.14), we have: 

 
If  then from the 
above inequality we have that . 
If  then from 
(2.14) we have: 

 
where at the last step we have used the fact 
that:  
Regarding the second part of the lemma, we 
see that it results from the relation:   

, instead of (D).   
To demonstrate the convergence by using the 
abstract result established above, we first have 
to show that the assumption 2.1 is satisfied for 
the model problem (2.8). 
With , we can rewrite the 
problem (P5) as follows:  

+  
 

+ .                       (2.15)                                                     
Then, the assumption 2.1 is equivalent to the 
equivalence of the problems (2.12) and (2.15).  



Lemma 2.4: Let  be the solution of the 
problem (2.8) and  the solution of the 
problem (2.15). Then, we have the statements: 
1. If the approximation from the step 

satisfies the conditions  and 
, then   and 

. 
2. If the inequalities (2.12) and (2.15) are 

equivalent in the sense that: 
 verifies (2.15)  

 verifies (2.12), 
 then . 
Demonstration: 1. Let be   

 
Taking  in (2.15) we have: 

 on 
. 

Since , it results that: 

 on 
.                                                  (2.16)                                       

2.We show that  Let be 
 

We claim that  
In fact, if  then ,i.e.   

                             (2.17)                                                                                                       
Since in  we have  then 
(2.17) involves  and  Thus, 

 We observe that  (i.e. 
) and therefore, 

on  
Since  the function 

       
0                     , , 

is defined on  and vanishes in  
Replacing  in (2.16) by  we have: 

   
 

Therefore, must be the empty set. This 
shows that and thus, 

 
We show now that the inequalities (2.15) and 
(2.12) are equivalent in the sense established 
in the theorem. 
In fact, from (2.15) we have: 

 
                           (2.18)                           

It is known that ,  
and since we have: 

 
Replacing the last two relations in (2.18), we 
obtain: 

 
Taking  we observe that  
provides a solution of the problem (2.12). 
This, together with the uniqueness of the 
solutions of the problems (2.15) and (2.12), 
goes to the wanted equivalence. By 
computing, we have: 

.   
      From the demonstration of lemma 2.3 it 
results that the new approximation  lies 
in  as long as  and  
We assume that  We want to 
know if  is valid under the 
same constraint of  The answer is positive. 
To see why this holds, we observe that from 
(2.13) we have: 

 
We observe that from lemma 2.4 we have: 

 
Therefore,   

  
It results that  
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 Thus,   
The result can be summarized as follows:  
Theorem 2.3: Let  be the solution of the 
inequality (2.8) and let {  be a sequence 
of approximations given by the algorithm 
2.2, in which the parameter  is chosen 
according to the lemma 2.3. If the initial 
guess  is selected such that , 

, then , . 
Furthermore, the problem (2.12) is equivalent 
(2.15) in the sense that  
 

2. Acknowledgement 
 
      This work was partially supported by the 
strategic grant POSDRU/88/1.5/S/52826, 
Project ID52826 (2009), co- financed by the 
European Social Fund- Investing in People, 
within the Sectoral Operational Programme 
Human Resources Development 2007- 2013. 
 

References 

      1. Badea, L., Wang, J., An additive 
Schwarz method for variational inequalities, 
Mathematics of  Computation, Volume 69, 
Number 232, Pages 1341- 1352. 
      2. Badea, L., On the Schwarz alternating 
method with more than two sub-domains for 
nonlinear monotone problems, SIAM J. 
Numer. Anal., 28 (1991), pp. 179- 320. MR 
91m:65165. 

      3. Brezis, H., Equations et inequations 
non lineaires dans les espaces vectoriels en 
dualite, Ann. Inst. Fourier, Grenoble, 18, 1, 
115- 175, (1968). 
      4. Cea, J., Optimisation. Theorie et 
algorithmes, Dunod, Paris (1971). 
      5. Ekeland,I., Temam,R., Analyse 
convexe et problems variationells, Dunod, 
Gauthier- Villars, Paris (1974). 
      6. Glowinski, R., Numerical solution of 
partial differential equation problems by 
domain decomposition, Implementation on 
an array processors system, In Proceedings 
of International Symposium on Applied 
Mathematics and Information Science, Kyoto 
University (1982). 
      7. Han, W., Sofonea, M., Quasistatic 
Contact Problems in Viscoelasticity and 
Viscoplasticity, American Mathematical 
Society and International Press, Providence, 
RI (2002). 
      8.  Kinderlehrer, D., Stampacchia, G., An 
introduction to variational inequalities and 
their applications, Academic Press, New 
York (1980). 
      9. Laurent, P. J., Approximation et 
optimisation, Hermann, Paris (1972). 
      10. Lions, P. L., On the Schwarz 
alternating method I, In SIAM, editor, First 
international symposium on domain 
decomposition methods for partial 
differential equations (1988). 

 


