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Abstract: In this paper are presented the methods of study of the automatic regulation of the absolute 
stability for some nonlinear dynamical systems. Two methods for the absolute stability are specified: a) the 
A.I. Lurie method with the effective determination of the Liapunov function; b) the frequencies method of the 
Romanian researcher V.M. Popov that uses the transfer function in the critical cases. The authors develop a 
new sufficient criterion of absolute stability, with efficient technique of calculus. With this theoretical 
support are presented the numerical – analytical solutions regarding the stability of the ships and the 
absolute stability of the airplane autopilot route.  
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1. INTRODUCTION 
 

The automatic regulation for the stability of 
dynamical systems occupies a fundamental 
position in science and technique, following the 
optimization of the technological process of the 
cutting tools, of the robots, of the movement 
vehicles regime or of some machines 
components, of energetic radioactive regimes, 
chemical, electromagnetic, thermal, hydro-
aerodynamic regimes, etc. 

The studies and the technical achievements 
are complex by mathematical models for closed 
circuits with input - output, following for the 
automatic regulation the integration of some 
mechanisms and devices with inverse reaction 
of response for the control and the fast and 
efficient elimination of the perturbations which 
can appears along these processes or dynamical 
regimes. Generally these dynamical regimes are 

nonlinear and it was necessarily some 
contributions and special achievements for 
automatic regulation, generating the automatic 
regulation of absolute stability (a.r.a.s.) for 
these classes of nonlinearities. 

We highlight two special methods (a.r.a.s.):  
• Liapunov's function method discovered by 
A.I. Lurie [13,15,20] and developed into a 
series of studies by M.A Aizerman, V.A. 
Iakubovici, F.R. Gantmaher, R.E. Kalman, D.R. 
Merkin [14] and others [1,17]. 
 • Frequency method developed by researcher 
VM Popov [18] generalizing the criterion of 
Nyquist, then developed in many studies 
[1,2,15].  

We note the contributions of Romanian 
researchers recognized by the works and 
monographs on the stability and optimal control 
theory: C. Corduneanu, A. Halanay, V. Barbu, 
Th. Morozan, G. Dinca, M. Megan, Vl. Rasvan, 
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V. Ionescu, M.E. Popescu, S. Chiriacescu, A. 
Georgescu and also who studied directly on 
(a.r.a.s.): I. Dumitrache [4] D. Popescu [16], C. 
Belea [2], V. Rasvan [19], S. Chiriacescu [3] 
and other recent works  [6,…,12]. 

The research has shown that both methods 
are equivalent, and studies can be qualitatively 
or numerically. In this paper we presented the 
actual making methods in cases of singularity 
studies across applications. 
 
 

2. (A.R.A.S.) USING THE LIAPUNOV'S 
FUNCTION METHOD 

 
In this part we'll present the Lurie's ideas 

and the effective method for found the 
Liapunov's function [13,14,2,19]. Generally, the 
systems of automatic regulation are composed 
from the controlled processor system, and 
sensory elements of measurement, acquisition 
board, and the mechanism feedback controller. 
The regulator will mean all the sensors and the 
acquisition board, but the controller is included 
feedback mechanism. Parameters characterizing 
the object control system to control work mode 
are measured by sensors, and their records with 
the sensor response mechanism ζ  is 
transmitted acquisition board. This processes 
the command σ , which is mechanically 
transmitted to the controller which, on its turn, 
distributes the object state and interact 
simultaneously adjusting the response 
mechanism. We highlight the dynamic system 
equations. We note by  the state 
parameters of the regime's subject which it must 
controlled, the coordinates and the sensorial 
speeds. We rename that the variation of these 
parameters if the open circuit (excluding the 
controller) system described by linear 
differential equations with constant coefficients: 

 . If the system is with 

closed loop then on the variables  
will influence the regulation body, and we note 
by 

nxxx ,,, 21 K

nkxax jkj

n

j
k ,1,=,=

1=
K& ∑

nxxx ,,, 21 K

ξ  its state. In this case for the autonomous 
closed system we have the equations:  

nkbxax kjkj

n

j
k ,1,=,=

1=
K& ξ+∑  (1) 

 We'll consider that the mechanism or 
inverse reaction is determine on the output ζ  
with the rigidity connection on the input ξ  :  

ξζ k=     (2) 
 The acquisition board collects the signals 

and transmits the input sensors in order to 
obtain the embedded system:  

ξσ rxc jj

n

j
−∑

1=
=     (3) 

where  are transfer numbers,  r is the 
transfer coefficient of the inverse rigid 
connection,  (the regulator characteristics) 
[13,14,15]. The connection between the output 
function 

rc j ,

0>r

σ  (linear) of the controller and the 
nonlinear input ϕ  in the case of automatic 
regulation is express by the relation:  

)(= σϕξ&     (4) 
 The characteristic function of the 

controller )(σϕ  , ),( +∞−∞∈σ  is continuous 
and verify the conditions [14,6,7]:  

∞

≠∀⋅

∫
∞±

=)()
00,>)()

0=(0))

0
σσϕ

σσϕσ
ϕ

dc
b
a

    (5) 

 Observe that )(= σϕϕ  is ascending in 
the quarters I, III where is graphically. The 
functions )(σϕ  are named admissible, and is 
verified the sector condition:  

k<)(<0
σ
σϕ     (6) 

where  is the amplification coefficient.  k
Example1. 

     •   1>1),(ln)(=)( 2 ksgn +⋅ σσσϕ
     •   aka ≤−1),e(=)( σσϕ

 The equations (1), (3), (4) model the perturbed 
system with the zeros ,,0)(0,0,Kx 0.=ξ   
Using the nonsingular square matrix kjaA =  

of degree  ,  ,  

C' the transpose matrix of  C, this system can 
be:  

1,>n
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

nb

b
B L

1

= )(= 1 nccC K

),(=,= σϕξξ && BAXX +  
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⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−′

nx

x
XrXC L

1

=,= ξσ              (7) 

 
Observation. It is known that for the linear 
system AXX =& , the second method of 
Liapunov for the null solution stability consists 
in determine a Liapunov function )(xVV =  
fulfilled the regularity conditions associated of 
this system [1,20]. A simple technique is to 
search  like square form positive defined 

 and  associated 
of the autonomous system where 

. For the simple or asymptotic 
stability in the vicinity of the null solution must 
have negative sign (or negative defined). It 
must:  

V
PXXV '= XPAPAXV )'(' +=&

0)0(,0)0( == VV &

QPAPA −=+'                (*) 
Where the matrix  are 
symmetrically and positives. So, practically it is 
choose Q randomize fixed and is determined the 
matrix   from the equation (*) with 

nnQP ×∈R, Q

P
A nonsingular. 
Bringing the system (7) to the canonical form 
and determine the Liapunov function: 

Suppose that  A with 0=det 0 ≠ΔA  is 
Hurwitz, that mean the characteristic 
polynomial )(λP  has simple roots with 

nkRe k ,1,=0,<)( Kλ   
0=)(det1)(=)( EAP n λλ −−     (8) 

 The system (7) is bring to the canonical 
form if the matrix A is bring to the Jordan form 

 . It is determine a 

non degenerate matrix  for the 
diagonalization of matrix 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

n

diagAJ
λ

λ

0

0
==

1

O

)(= kjtT
A  with the relation:  

0det,=,=1 ≠− TTJATJATT     (9) 
 We make the linear transform:  

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

ny

y
YTYX L

1

=,=     (10) 

 Obtaining from (7): 
ξσσϕξξ rTYCBATYYT −′+ =),(=,= &&  

that mean:  

TCCBTBrYC

BJYY
′′−

+
− =,=,=

),(=,=

1
1

1
'
1

1

ξσ

σϕξξ &&
    (11) 

 Reducing the system (1) with the linear 
transform:  

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−′+

nz

z
ZrYCBJYZ L

1

11 =,=,= ξσξ     (12) 

⎩
⎨
⎧

−′
+

)(=
)(=

1

1

σϕσ
σϕ

rZC
BJZZ

&

&
    (13) 

 The disturbed system (13) with the 
equilibrium solution ( 0)=0,= σkz  will be 
equivalent with the system (7) with the 
equilibrium solution 0)=0,=( ξkx  and the 
transform (12) will be non degenerate if the 
determinant of the system (13) is non null.  

00,= 1
1

1
1

1 ≠′+≠
−′

Δ − BJCr
rC

BJ
             (14) 

Retuning to  
transforms we obtain from (14) the final 
condition:  

TCCBTBABTJ ′′−−− =,=,= 1
1

1
11

01 ≠′+ − BACr                (15) 
 The Lurie's problem consists in calculus 

the asymptotic stability conditions of the (7) 
equivalent with (13) with the null solution 
respectively 0)=0,=( ξkx  , 0)=0,=( σkz  for 
the initial perturbations and for any admissible 
functions )(σϕ  defined in (5), (6). This type of 
stability where the systems (7), (13) have a 
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linear part which is the  and a non linear part 
which is 

A
)(σϕ  is named the absolute stability 

(a.s), [1,16] It is observe that if )(σϕ  is linear, 
than the systems are linearized being asymptotic 
stable. The simplicity of system (13) entails 
immediate techniques for determining the 
Liapunov function ),,,(= 1 σnzzVV K  attach to 
the system (13). The function ),( σzV  of class 

 is Liapunov from the system (13) if 1C
0=0)=0,=( σzV  and is positive defined 

0>),( σzV  radial unlimited to  , with the 

absolute derivative 

∞

dt
dVV =&   and 

negative defined 

0)0,0( =V&

V& 0<
dt
dV  for 0)0,( ≠≠ σz  in 

vicinity of the equilibrium point for have than 
absolute stability. Here, for the case of 
automatic regulation we choose  have the 
special form which verify these conditions. So 
we search the function 

VV &,

),(= σzVV  compose by 
a square form  corresponding to the linear 
block  and an integral term corresponding to 
the non linear part. 

kz
A

     (16) 
σσϕσ

σσϕσ
σ

σ

dzV

dPZZzV

)(),(

=)(=),(

01

0

∫
∫

+=

+′

 From theory [1,4] PZZ ′  is the square 
form defined strictly positive if the matrix P  is 
symmetric  and we have 

 where  is symmetric and 
positive (with the eigenvalues positive). The 
integral term from (16) is strictly positive from 
the conditions (5) with 

)=( PP ′
QPAPA −+′ = Q

0≠σ  and 
0=0)=0,=( σzV  . Next are verify the 

regularity conditions with V  attach to (13) and 
with (15) will obtain the conditions for 
parameters  to obtain (a.r.a.s.). From (16) 
using (13) and:  

&

rck ,

ZPBZPBPZB
PBZPZBPPQQ

)2(=)(
=,=,=

111

11

′′+′=

′+′′′
 

for:  

 
111

2

)())((

)()(=),(

CPBZPZB

rZPJPJZ
dt
zdV

σϕσϕ

σϕσ

+′+′+

+−+′′
 

We obtain:  

 
0=0)=0,=(;

2
1

)(2)(=

11

2

σ

σϕσϕ

zVZCPB

rQZZ
dt
dV

&⎟
⎠
⎞

⎜
⎝
⎛ +

+−′−
    (17) 

It can be see the connection from the matrix 
components  from )(),( ijij qQpP

AJPPnjiji diag=,=,,1,=,0, ′≠+ Kλλ  than 
from QQ ′=  we have ( )ijjijiij ppq λλ +−=  that 
mean:  

ji

ij
ij

q
p

λλ +
−=     (18) 

Observation1. The matrix  is stable with A
0≠+ ji λλ  if Q  is a square form positive 

defined.    
Example2. If choose  the unit matrix and 

 obtain from (18) than the below observation 
is valid.  Because  we prove that  is 
positive defined. Apply in (17) the Silvester 
criterion demanding that all diagonal minors of 
(17) to be positive. Because Q  is positive like 
square form, than the first n  inequalities are 
verify; it rest the last inequality from (17) after 
the square form in  and which is:  

EQ =
P

0<V& )( V&−

z

⎟
⎠
⎞

⎜
⎝
⎛ +⎟

⎠
⎞

⎜
⎝
⎛ + −

11
1

/

11 2
1

2
1> CPBQCPBr             (19) 

For 11 2
1, CPBrEQ +>=  

 If the regulator parameters verify the conditions 
(15), (19) there are sufficient conditions for the 
asymptotic stability of the system (1), (3), (4) 
for the solution 0)=0,=( ξx  . [13,19,11]. 
Remark1. A choice technique of the square 
form    for  according Lurie is:  )(1 zV ijp

 

jk

jjkk
n

j

n

k

ks

sn

k
kk

s

k

zaza

zzzzV

λλ

εε

+
−

−+

∑∑

∑∑ +

−

−

=1=1

2
2

2

=1
212

=1
1 2

=)(
, 0>ε  

where  are complex conjugated, 
 are real corresponding to roots 

saaa 221 ,,, K

ns aa ,,12 K+ kλ  
determining the coefficients a  .   k

Remark2.The two transforms for the diagonal 
system (1), (3), (4) to obtain (13) can be 
replacing directly with the transform [15]:  
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i
i

ik
n

i
k z

D
Nx

)(
)(=

1= λ
λ

′
−∑                (20) 

 where from (7) 

)(=)(),(1)(=)(
1=

λλλλ iki

n

i
k

n DbNDP ∑−  ,  

are the corresponding algebraic complements of 
 from 

ikD

),( ki EAD λλ −=)(  . In this case the 
simplified system analogous (13):  

nk

rzfzz ii

n

i
kkk

1,...,=

),(=),(=
=1

σϕσσϕλ −+ ∑&&
          (21) 

for which we will build easier ),( ϕzV  .   
Determining of ),( ϕzV with a new 

efficient method for (13) or (21) 
Following the form of we choose the 

function 
)(1 zV

),( σzV  for (21). 

∫

∑

+

++=
=

σ
σσϕ

ααασ

0

1
2211

2

)(

),...,,(
2
1),(

d

zzzFzAzV
n

j
nnjj

(22) 

0
1.

,21
1),...,,( <

=
∑ +

−= k

n

kj
kj

kj
n zzzzzF λ

λλ
          (23) 

Where,  R∈> jjA α,0  will be 
determined.  

From 

∫ ∑

∫∑

∫

∞ ∞

=

∞
+

∞
+

≥⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

==

>=
+

−

0

2

1

0 ,

)(
21

0

)(

0

),...,,(

01

dsez

dsezzzzzF

dse

j

s
j

kj

s
kjn

s

kj

j

kj

kj

λ

λλ

λλ

λλ

 
Results that  is nullify just for 

  and 

So, ),( σzV  has the positive sign defined 

F
0)0,...,0,0( 21 ==== nzzzF

∫ >
σ

σσϕ
0

0)( d
.  

0)0,0(and === σzV . Compute dt
dV

 
associate to the system (21) and it must be 

)( V&−  of positive sign defined. 

∑ ∑

∑ ∑

=

⎤

⎢
⎢
⎣

⎡
−++

+

n

j

n
k

jjjj

n

kj

fAz

dt

1

2

1

2)( ϕαασ

λλ

=

= =

⎥
⎥
⎦+

+

+−−=−

k kj

n

j kj
kj

kjj
jjj

r

zzzAdV

1

1 ,

2 2

λλ
ϕ

ααλ
λ

From 

 

0,0,2
2

11,

>>⎟
⎠

⎞
⎜
⎝

⎛
=

+ ∑∑
==

j

n

k
kk

n

kj
kj

kj

kjj rzzz λα
λλ
ααλ

 

We obtain the first three terms positives 
st nullifying the coefficient ofand mu  ϕ : 

njfA
n

k kj

k
jjj ..1,02

1

==
+

−+ ∑
= λλ

αα             (24) 

In this quadratic algebraic system (24) we can 

take 
j

jA
λ
1

−= , and jjf λ,  kno nw , we 

determine the coefficients njj ..1, =α  and other 
conditions from (19). If in (24) divide with jλ  
nd summi we 

obtain

a ng 

∑ ∑∑
==

Γ±=
+

−=⎟
⎠

⎜
⎝

n

j

n

jjj j 1 11 λ
α

λλ
  

(25) 

So, must have 

=

Γ≡⎟
⎞

⎜
⎛

j

jjj
n

j fA 2

2

,
α

∑ <
=

+n
jj fA

0 , and the solution 

of the
j j1 λ

 system (24) ),...,,( 21 nααα  is in this
hyper-plane (25). 

For the case when a root is null 
have 

 

0=  (0)P
and the others 11,...,=0,<)(Re k −nkλ  

than the system (13) wi  ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

nz
z

Z
~

=  becomes:  th
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ϕϕ bzBZJz n+ 01 ϕε rzCZC n −+′ 01

~~=,=,~~~=~ &  
(26) 

&&

where for z~  we have the matrix Z~  and J~  of 
degree 1)n  , ( − 11

~,~ CB  row, n m trix 
 . In this case the Liapunov 

function search form:  

 colum a
1)(1,1,1),( −− nn

{ }σσϕσ dzPzazzzV )(~'~),,~(
0

2
11 ∫++           (27) 

For pr and ntly applications we 
ibliography [2,15,14,11,12].  

 
3. THE FREQUENCY METHOD FOR 

σ
=

oofs rece
recommend the b

(A.R.A.S.) 

ec y 
Aizerm be 
the d

 This method obtained by V.M. Popov 
[18] is applied to the dynamical system with 
ontinuous nonlinearity. We present in this c

s tion the method with criterions given b
an, Kalman, Jakubovici [19,14]. Let 

ynamical, autonomous, non homogeneous 
system:  

)(=,=

=;1,...,=,=

1=

1=

σϕσ −

+

∑

∑

uxc

dt
dxxniubxax

ll

n

l

ilil

n

l
i &&

    (28) 

 where a liil cb ,,  are real constants,  is the 
arbitrary function of input , continuous, 
nonlinear with 

u

)(σϕ  and σ   the 
function. Using the Laplace transform, 

is output 

replacing the operator 
dt

 with s  we obtain 

from (2):  

nixcubxasx ll

n

l
ilil

n

l
i 1,...,=,=,=

1=1=
∑∑ + σ     (29) 

 Eliminating from 1) the characteristic 

)(=

d

(2
parameters of the regulator is obtained:  

))((=, ϕσσ −sW     (30) 

 where 

usW

)(
)(=)(

sQ
sQsW

n

and )(sQ  are polynomials nm <  . [4,6,16] The 
transfer function connect 

m  is the transfer function 

σ  and ϕ  ; the 
function ϕ  verify the conditions (5) and the 

sector condition (6) ∞≤k<)(
σ

<0 σϕ  - the plot 

)(= σϕϕ  in the plane ),( ϕσ  will be the sector 
σσϕ k≤≤ )(0  . The sector condition and the 

nonlinear  of ity ϕ  determine the system ),( ϕσ  
with closed loop thr e function ough the impuls
ϕ  . We study the ty of the 

 system (29)  the null solution 
 Because the system is closed and 

nonlinear we can't applied directly the Nyquist 
criterion, [4,6,18]. If 

 absolute stabili
turbed from

.
per

0)=0,=( ux  

σϕ k≡  then the system is 
ear and it cab be applied this criterion. It 

observe that the block lil xa
lin

∑  is linear and ubi  
 and result that the roots of 

characteristic polynomial 
)(0,=)1)((=)( iPEAP

is nonlinear

0,=λλλ −−  the poles of 
)(sW  and k  will influence the determination of 

the absolute stability criteria. From 
1=),()(=)=( −+ jjVjsW ωωω  we have 

the hodograph for the axis ),( VU  [2,4,6,7,15]:  
U

∞≤≤ωωω ),0(=),( VUU

then
in the critical case. We enuncia the
absol tom ontrol (a.

condi

= V               (31) 
 If all poles of )(sW  have 0<)( isRe  then 

the system is uncritically; if through the poles of 
inary axis 

and the rest have <)( isRe  the system is
)(sW  are a part null or on the imag

0   
te  criteria for 

ute stability of au atic c r.a.s.) 
by the frequency method.   
Criterion1.(the uncritically case). Let be the 

tions: 
a) The function ( )σϕ  verify (5), (6) 
b) All poles of )(sW  have 0<)( isRe   
c) If there exists a real number Rq∈  that 

0≥∀ω  is satisfied the condition:  

([11
++ jRe ) ] 0)( ≥ωω jWq                 (32) 

omatic re lated

From (3

k
Then the system (20) is aut gu  and 
absolute stable for the null solution 

0)=0,=( ux  .  
2) is obtained:  

0)()(1
≥−+ ωωω VqU

k
              (33) 

 The criterion (32) geometrically shows 
that in the plane geometric VVUU ω=,= 11  

exists the line (33) passing through ⎟
⎠
⎞

⎜
⎝
⎛− ,01

k
 

and the plot of the hodo rap is und
for 

g h er this line 
0>0,k≥ω  .   
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Criterion2. (the critical case when there a
simple null pole 0=0s  ). Let be satis  
conditions: 
a) T  

re a 
fied the

he function ϕ  verify (5), (6). 

i

ssW
s

b) )(sW  has a simple null pole, and the others 
poles is  have (sRe .  
c) We have 

0<)
0>)(lim=

0→
ρ  and exists Rq∈  

for 0≥∀ω  verifying the condition (24) Then 
for ystem (20) for the null solution we have 
(a.r.a.s.).   

the s

(the critical case  is aCriterion3.  when 0=s  
double pole). Let be the conditions: 
a) The function )(σϕ  verify (5), (6) and the 
sector condition for ∞=k  in the quarters I, III. 
b) )(sW  has a double pole in s=0 and the 
others poles has 0<)( isRe .  
c) Is verifying 0>)(lim= 2

0
sWs

s→
ρ  , 

[ ] 0>)(= 2

0
sWs

ds
d

s→
μ  , 

(=)(

lim

0<)ωωωπ jImW  ∀ for 0≥ω  then for the 
(a.r.a.s.) for the 

solution.   
Observation2. The sha
III) has an analytica

TOMATIC 
PILOT 

e al 
pla t 
is p the 
vert ft.  
In the longitudinal fly course (horizontal) can 

system (20) we have null 

pe of these criteria (I, II, 
l character and their 

verification is required for construction of 
hodograph values of the coefficients by 
numbers. For special cases the recommended 
monographs are [2,4,15,19].   

 
 

4. THE STUDY OF THE ABSOLUTE 
STABILITY OF SOME AIRCRAFT 
COURSE WITH THE AU

W ’ll consider the airplane fly in the vertic
ne xOy , the longitudinal axis of the aircraf
arallel with the horizontal axis Ox  and 
ical plane is symmetry plane for the aircra

appear some perturbations with angular 
variations for:  

- the pitch angle ψ , be een the 
longitudinal axis and Ox  

- the speed angle on the trajectory of fly 

tw

θ , with the axis Ox compared with the 
considered system αθψ =− , represents 

Consid ith t yaw and roll, 
it i
equations 
correspo

the attack angle [17]. 
ering these 3 angles w ou

s written the system of disturbed differential 
compared with the mass center, 

nding to αθψ ,, , the coefficients are 
ed, depend of the gyrolineariz scopic momentums 

created by the stability gyroscopes and the automatic 
regulations mechanisms for the pitch stability [5,17]. 
Eliminating αθ ,     from the system we’ll study the 
equation for ψ in concordance with the regulator 
characteristics. The object of automatic regulation is 
the horizontal course of the plane. The important 
elements of the measurement, control, sensors and 
with response with inverse reaction to the 
perturbations that compose the regulator are 
considered: a gyroscope that measure the pitch 
speed ψ  and a gyrotachometer that measure the 
angular speed ψ& , [5,17]. With sensors and 
potentiometers help these values are transmitted on 
the collector plate and transducers and amplifiers are 
turned into electrical signals, by summary they are 
transm d throughitte  the input function ϕ  for the 
output command function to the server  

ξψψσ rCC −−−= &21 . By mechanical, 
electromagnetic, hydroelectric and gyroscopic 
effects,  with the reaction parameter ξ  determined, 
conform with the conditions from §3, it is obtain the 
stability for the null solution.  

ons of replay to the control 
will be transmitted by the commanded stabilizer to 
the ailerons, shutters (solid or jet type), horizontal 
empennage, horizontal rudder, to the pitch 
momentum around the Oy axis to converge to zero, 

The mechanical reacti

considering that the perturbations moments by 
rolling or yaw be very small; in this way it is 
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obtained the absolute stability of the horizontal 
course. 
A. The method of the Liapunov solution for 

(a.r.a.s.). We’ll write the reduce system of 
equations dimensionless [17], corresponding to 
the pitch perturbation x=ψ  in concordance 
with the functions and characteristics of the 
regulator connections. 

dt
dxxrxcxc

lmyylxaxax

==−−−=

+=++

ψψξσ &&

&&&&&&&

;;21

21

          (34) 

 constants Here, in the that appear have been 
included mass moments, moments 
gyroscopic moments ,0,,, amlaa >
the characteristic parameters of regulator 

of inertia, 
4a>  and 2

2
121

)(,,0,, 13221 amlblbrcc −==> . The right side of 
the equation is actually the expression of server 
represented by the nonlinear function )(σϕ . Will 
write the system (34) with (1)-(4) using the next 
notations: ψ== xx1 , ψ&&& === 12 xxx , 

lyxx −= 23 & , ξ=y , )(σϕξ == &&y . 

ξσσϕξ rxcyByAxx −===+= '),(, &&&         (35) 
The matrix  

1
 from (35) are:

⎜
⎜
⎛

=⎟
⎟
⎞

⎜
⎜
⎛

=

0
,

0

,100
00

,

2

1

3

2

1

2

1

c
c

C
b
bB

a
Ax

x
x

                      (35’) 

Using the linear transform: 

              (36) 

Obtain the simplify system, by derivation: 

The system (35) has the unique solution

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
−
−

=
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎝ −−⎟

⎠
⎜
⎝ 0 23 ax

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=−=+=

3

2

1

,',
u
u
u

urxCBAXu ξσξ &

)('),( σϕσσϕ rUCBAUU −=+= &&                (37) 
 

)0,0( == ξx  and (37) )0,0( == σU
absolute stability will be realize 

. The 
compare with 
tic polynomial these null solutions. The characteris

0)det()( =−= EAP λλ  , 0)( 2
2 =++ aa λλλ  

with the notations: qapa == 21 ,2  has the roots: 
1

0,0,0
,

321

2
2

2
1 −−−=−+−= λλ qppqpp             (38) 

=<< λλλ

After the diagonalization method (9) – (13), will 
transform the system (37) with TzU = , 

3,2,1,),( =jitT ij , determining the matrix T  with 
(9) diagAJTJAT == , , obtaining : 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+−
−
−

=

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

−
−

121

1
)

1
λλλλ

⎠
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

−
−

−

−
−

−

−

=

−

3

2

1

2121

1

2
1

21

2

21

1

2121

22211

,
1)(
10
10

0

011
()(

1

z
z
z

zT

T

λλλλ
λ
λ

λλ
λ

λλ
λ

λλλλ

λλλλ

       (39) 

    (40) 
 

 equivalent with (35) (36) 
and has the unique solution 

)('),(1 σϕσσϕ rTzCBTJzz −=+= − &&

The system (40) is
)0,0( == σz   and 

for this solution we study (a.r.a.s), determining 
the Liapunov function. To build the Liapunov 
function corresponding to the transformed 
system (40) ))(,( σϕzVV = , apply the calculus 
technique  presented in (22) – (25) for the 
special case 0,0)Re( 3 =2,1 < λλ  at (26), (27). 
The system (40) became: 

)(),((

332211

'
33

''
1111

ϕσ
σϕσϕλ

rzfzfzf
bzbzz

−++=
=++=

&

&&

)(
); 1222

σ
ϕλσ bzz =&

(41) 
2213

'
3213

'
2223

'
1 )(,, bbbbbbbbb λλλλ +−=−=−=  

21

1
3

212

221
2

211

211
1 ,

)(
,

)( λλλλλ
λ λ
λλλ

cfccfccf −=
−

+
=

−
+

−=

In this case we choose the Liapunov function 
conform with (22), (27) 

. 

∫+++= σσϕσ 2
3

2
σ

0
2

(42) 
where  are fixed, 

2
2
11 )(

2
1

2
1

2
1),( dzAzAzAzV  

0,, 21 >AAA
0)0,0( === σzV  and ),( σzV  is positiv

 (41) 

333

2

1

σϕzfAb
j

e 
defined. Compute the derivative V& associated to 
the system

)(

'

1

2
'22 ϕλϕλ zfbArzAV

j
j j

)()(

j

++

+ j jjjj ++−=∑ ∑
= =

&
(43) 

553



 
  

            “HENRI COANDA”                                                                                                                GERMANY                                                                                                    “GENERAL M.R. STEFANIK” 
AIR FORCE ACADEMY                                                                                                                                                                                                                                       ARMED FORCES ACADEMY    

ROMANIA                                                                                                                                                                                                                                                            SLOVAK REPUBLIC 
 

 

INTERNATIONAL CONFERENCE  of  SCIENTIFIC PAPER 
AFASES 2011 

Brasov, 26-28 May 2011 
 

 

 We observe that  taking 01
>−=

j
jA

λ
is ensured from the f

tion of the last term

 the 

negativity of this form  irst  
terms, forcing the cancella : 

0' 33 =+ fAb , that means: 

0
)( 1

1

2131

1
'
3

3 >=
+

=−=
lma
c

baba
c

b
fA . 

From  

∑
=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−+−+−=

2

1

'
22

2
2
1 )(

j
j

j

j
j f

b
zrzzV

λ
ϕϕ&        (44) 

adratic form is positive defined for 
in relation with 

The qu
)( V&− ϕ,, 21 zz , with the system 

(41) or (9). From the Silvester determinant is 
obtained the necessary and sufficient condition 
(41) for the rigidity coefficient. 

2

2
2

'
2

2

1
1

'
1

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−> fbfbr

λλ
            (45) 

In this way the characteristic parameters of the 
regulator  verify the condition (45), 

ility of the horizontal 
t. It is observe that in 

21,, ccr
ensure the absolute stab
fly course of the aircraf
conditions do not appear the function ϕ , so the 
nonlinear control function can be choose 
arbitrary from the admissible class (5), (6). 
B. The frequency method for (a.r.a.s.). 
For this study will applied the f quency  
method used in §3. because the system (35) is 
equivalent with (37) and (41), the func

re

tion 
)(σϕ−=u  verify the sector condition. By 

replacing the operator 
dt
d  with the factors is 

found the transfer function )(sW . For 
we choosesimplicity 

2

 the system (37) with (35), 
we deduce the transfer function )(sW that is the 
same for (35) and (41). Applying the Laplace 
operator in (37) we have: 

)46(
,, 3312323221

ϕσ 2211

ϕϕ
rUcUcs

bUaUasUbUsUUsU
−−−=

+−−=+==

Eliminating from these relations 321 ,, UUU  it is 
found the connection ))(( ϕσ −= s : W

⎟⎟
⎠

⎞
⎜⎜
⎝ 21

⎛
++

+++
+= 2

12312
2

)]()([1)(
asas

cscbasbrs
s

sW    (47) 

We observe that )(sW  has a double pole in 
00 =s  and 0,0 21 21 <=<= λλ s , being in the 

special case of the frequency m
Criterion3 (a.r.a.s) from §3. next, we verify the 

s
ethod, 

conditions from Criterion3. 

0,0,0,0)(

,0m

12113

2

2

0

>>>>−=

→

caaamlb
a

Ws
s           (48) 

,0)(li 2
1 >=>== lblmcsρ

[ ] 0)()(

))((lim

22112
2
112

2

2 += rsWsdμ
0

>−−++

=
→

cacamaac
a
l

dss

From (49) we obtain conditions for 

           (49) 

2,, cmr  

[ ]

0,0 2
2

11

2211

211 >>>
−

> c
acaca

m )(

)()(

2

2
2
1122112

2

+

>+−−>

caaac

aaccacam
a
lr

    (50) 
0

)(

)(

()([)]([

)(Im)(

22
1

22
2

112122121
2

ω

ωω

ω

π ω ω ω

)]1

gr

aa

mcamccamccca
lr

jW

+−=

+−

−−+++−
−−

a
=

==

    

(51) 
 

0)0()(lim,0)(lim
0

<+−=<−=
→∞→

grr ωπωπ
ωω

   (52) 

From (52) we observe that  is from (50) 
tion. For  the rigidity coefficient 

)0(gr >
condi r  we 
btain the equivalence with (45). It is observe that 

by this qualitative criterion are necessar
o

y and 
numerical data in the space of parameters for 
regulator.  
The condition 0,0)()( ≥∀<+−= ωωωπ gr  
because 0)0( >g  is the right member from (50), 

)(ωg  is derivable, 
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,0)(' <ωg 0)(lim =
∞→

ω
ω

g ( )(ωgg = is an even 

function on ),( ∞−∞  with 
 

)0(g  maximal. 

ility is 
 by the two methods. It is remark that 

fact that the ap .r.a.s.) for the 
horizontal fly course with automatic pilot is 

 theory - nonlinear 
system, Ed. Did. Ped., Bucuresti, 1985 
(in Rom

5. 

8. 

International Conference 
Dynamical Systems and Applications, 

9. 

10.  The mathematical 

11.
lications of absolute stability in 

12.
s For 

14.

15. ds 

, 2004. 

18. The hypersensitivity of 

5. CONCLUSIONS 
 
a ident in the fact 

that the p  of absolute stab
systematized

The importance of this p per is ev
roblem

plication regarding (a

studied for the critical difficult cases, when the 
roots of characteristic polynomial or the pole of 
transfer function is in origin (on the imaginary 
axis). For the Liapunov function building we 
applied an original method. For another studies 
are recommend the published results of the 
researchers [1,15,19,20,11]. 
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